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Recommender systems help users make the best choice among various options. Especially, recommender 
systems play important roles in internet sites as digital information is generated innumerable every second. Many 
studies on recommender systems have focused on an accurate recommendation. However, there are some problems 
to overcome in order for the recommendation system to be commercially successful. First, there is a lack of 
transparency in the recommender system. That is, users cannot know why products are recommended. Second, the 
recommender system cannot immediately reflect changes in user preferences. That is, although the preference of the 
user's product changes over time, the recommender system must rebuild the model to reflect the user's preference. 
Therefore, in this study, we proposed a recommendation methodology using topic modeling and sequential 
association rule mining to solve these problems from review data. Product reviews provide useful information for 
recommendations because product reviews include not only rating of the product but also various contents such as 
user experiences and emotional state. So, reviews imply user preference for the product. So, topic modeling is useful 
for explaining why items are recommended to users. In addition, sequential association rule mining is useful for 
identifying changes in user preferences. The proposed methodology is largely divided into two phases. The first 
phase is to create user profile based on topic modeling. After extracting topics from user reviews on products, user 
profile on topics is created. The second phase is to recommend products using sequential rules that appear in buying 
behaviors of users as time passes. The buying behaviors are derived from a change in the topic of each user. A 
collaborative filtering-based recommendation system was developed as a benchmark system, and we compared the 
performance of the proposed methodology with that of the collaborative filtering-based recommendation system 
using Amazon's review dataset. As evaluation metrics, accuracy, recall, precision, and F1 were used. For topic 
modeling, collapsed Gibbs sampling was conducted. And we extracted 15 topics. Looking at the main topics, topic 
1, top 3, topic 4, topic 7, topic 9, topic 13, topic 14 are related to “comedy shows”, “high-teen drama series”, 
“crime investigation drama”, “horror theme”, “British drama”, “medical drama”, “science fiction drama”, 
respectively. As a result of comparative analysis, the proposed methodology outperformed the collaborative 
filtering-based recommendation system. From the results, we found that the time just prior to the recommendation 
was very important for inferring changes in user preference. Therefore, the proposed methodology not only can 
secure the transparency of the recommender system but also can reflect the user's preferences that change over time.
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However, the proposed methodology has some limitations. The proposed methodology cannot recommend product 
elaborately if the number of products included in the topic is large. In addition, the number of sequential patterns 
is small because the number of topics is too small. Therefore, future research needs to consider these limitations.

Key Words : Recommender system, Topic modeling, Sequential association rule mining, Sequence analysis, Topic 
pattern, Explainability
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1. Introduction

With the development of information 
technology, as digital information is generated 
innumerable every second, the information 
available to consumers is getting rich. However, 
due to the exponential increase of information, 
users face difficulties in selecting products suitable 
for their preferences. In order to solve this 
problem, the importance of recommender systems 
is rapidly increasing. Especially, recommender 
systems play important roles in internet sites such 
as Amazon, YouTube, Netflix so on (Koren et al., 
2009) because recommender systems provide 
suggestions for users especially to individuals who 
lack experience or competence to evaluate the 
alternative products (Mahmood et al., 2009).

Many studies on recommender systems have 
focused on accurate recommendation (Ahn et al., 
2006; Cho and Kim, 2004; Cho et al., 2002; 
Herlocker et al., 2000; Kim et al., 2009; Kim et 
al., 2010; Kim et al., 2018; Lee and Park, 2007; 
Shardanand and Maes, 1995; Sohn and Suh, 2006; 
Suh et al., 2014). However, recommender systems 
should be transparent (Dehuri, 2012). The 

transparency of recommender systems means their 
abilities to explain why the products were 
recommended. although recommender systems 
have become more accurate and more elaborate as 
technology evolves, users cannot understand how 
the systems work. Furthermore, recommender 
systems should consider changes in user 
preferences (Cho et al., 2005) because user 
preference change over time. Accordingly, some 
researches have been attempted to solve these 
problems. Abdollahi and Nasraoui (2016), Bellini 
et al. (2018), Cho et al. (2006), He et al. (2005) 
and Ren et al. (2017) have proposed the 
explainable recommender systems. And, Cho et al. 
(2005), Kim et al. (2018), Moon et al. (2010), and 
Moon et al. (2017) have attempted to develop the 
recommender system considering preference 
change. However, existing studies have limitations 
in solving only one of the transparency and 
preference change.

In this study, we propose a recommendation 
methodology for addressing these problems. The 
proposed methodology uses the review data. 
Online reviews such as blogs and websites 
influence users’ decision-making (Filieri and 
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McLeay, 2013; Gupta and Harris, 2009). 
Especially, product reviews provide useful 
information for recommendations because product 
reviews include not only rating of the product but 
also various contents such as user experiences and 
emotional state. So, reviews imply user preference 
for the product. The proposed methodology 
employs topic modeling and sequential association 
rule mining. Topic modeling in product reviews is 
used for explainable recommendation because 
topic modeling estimates the distribution of topics 
per review (Pyo and Kim, 2014). This means that 
the topics are clustered with the same reviews. 
and, sequential association rule mining is used for 
reflect changes in user preferences. Sequential 
association rule mining in recommender systems is 
useful for identifying patterns of preference 
changes (Cho et al., 2005; Moon et al., 2010; 
Moon et al., 2013).

2. Related works

Recommendation systems help users find 
products that suit their preferences. In general, 
recommender systems are widely classified into 
content-based filtering and collaborative filtering. 
The former creates a profile for each user or 
product to characterize its natures (Pazzani and 
Billsus, 2007). In other words, the latter analyzes 
the relationship between the user. Both methods 
have pros and cons. The former is better in cold 
start problem, where a recommender system is not 
able to recommend existing products to new users 

or new products to existing users, than the latter 
because the former is based on their products and 
user description. But the latter is more diverse than 
the former because the latter recommends the 
purchased products of neighborhoods who have 
similar preferences to a target user.

To overcome various problems such as sparsity, 
cold-start problem, lack of explainability, and use 
of static preference, text mining and data mining 
are used in the recommendation system. A typical 
technique among text mining is topic modeling. 
Topic modeling is “latent variable models of 
documents that exploit the correlations among the 
words and latent semantic themes” (Blei and 
Lafferty, 2007). That is, the main purpose of topic 
modeling is to find hidden pattern as topics in 
documents. The most popular topic-modeling 
technique is Latent Dirichlet Allocation (LDA) 
which is a probabilistic model of a corpus. User 
preferences can be inferred through LDA (Pyo and 
Kim, 2014). Therefore, topic modeling is used in 
the recommendation. Choi et al. (2015) developed 
a model to predict user’s repurchase using topic 
modeling, and Jin et al. (2018) proposed a 
recommendation methodology combining deep 
learning and topic modeling.

A representative data mining technique that can 
infer preference changes is sequential association 
rule mining. Sequential association rule mining is 
one of the unsupervised learning techniques that 
find frequent patterns and correlations considering 
time. Sequential association rule is presented as A
⇒B. It means that users who bought A will buy B 
after a certain period of time. However, it is 
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important to find useful rules because many rules 
are generated through sequential association rule 
mining. In general, minimum support and 
minimum confidence are used to find useful rules. 
Support and confidence are computed as follows.
Let sequential association rule be A⇒B.

,

here, P is probability.
Cho et al. (2005) used the self-organizing map 

to cluster user preference and then discovered 
sequential patterns between clusters. Moon et al. 
(2010) used sequential association rule mining to 
discover sequential patterns of preferences in an 
exhibition environment. And Kim et al. (2018) 
combined sequential association rule mining and 
association rule mining to infer user’s preference 
in grocery shopping. So, in this study, we propose 
a recommendation methodology using topic 
modeling and sequential association rule mining. 

3. Proposed methodology

3.1 Overall view

We propose a recommendation methodology 
using topic-modeling to explain why products are 
recommended and sequential association rule 
mining to reflect changes in user preferences. In 
other words, the proposed methodology employs 
topic-modeling and sequential association rule 

mining. The former is useful to find users’ 
preferences (Ovsjanikov and Chen, 2010) and the 
latter is useful to discover the changes of 
preferences (Cho et al., 2005). In this study, we 
assume that if the user has written a review of a 
product, that product has been purchased. In other 
words, we assume that users write reviews on 
purchased products. 

The proposed methodology consists of two 
phases as shown in <Figure 1>. The first phase is 
to create user profile based on topic modeling. 
After extracting topics from user reviews on 
products, a user profile on topics is created. The 
second phase is to recommend products using 
sequential rules that appear in buying behaviors of 
users as time passes. The buying behaviors are 
derived from a change in the topic of each user.

<Figure 1> Overall procedure

3.2 User profile based on topic modeling

To cluster users’ preferences, topic modeling is 
conducted because topics represent users’ 
preferences (Ovsjanikov and Chen, 2010). In this 
study, Latent Dirichlet Allocation (LDA) is used 
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for topic modeling. To extract topics from user 
reviews, collapsed Gibbs sampling for LDA is 
used. Collapsed Gibbs sampling is a technique to 
remove some unnecessary variables from sampling. 
When performing collapsed Gibbs sampling, the 
number of topics should be determined. We use 
the harmonic mean of the log likelihood to 
determine the optimal number of topics.

LDA estimates the distribution of words per 
topic and the distribution of topics per review. 
Therefore, users’ reviews have more than one 
topic. Suppose the purchase history is shown in 
<Table 1>. When topic modeling is performed on 
product review, each product can be expressed as 
a probability to be included in each topic as shown 
in <Table 2>.

User Product Time Review

User1 P1 20200225 My understanding is that most of the non-USA versions can handle 2 SIM cards and 
come with a tray that can hold 2 SIM cards. 

User1 P2 20200301 For all those waiting on Samsung's promised update, hoping it'll fix the issue 

User1 P3 20200305
This phone is awesome it took my a little bit to get use to some of the stuff on here 
since I was use to the a50 but I'm almost a pro now. 

User2 P1 20200122 Didn't come with the offered Buds and duo charger. What's up!!

User2 P2 20200205 It did not come with complete items

User2 P3 20200307 Very good product, go for the plus s20 is almost same looking and size as the s9 & s10

<Table 1> Example of purchase history

User Product Time
Probability

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

User1 P1 20200225 0.69 0 0 0 0

User1 P2 20200301 0 0.34 0 0 0

User1 P3 20200305 0 0 0.30 0 0

User2 P1 20200122 0 0 0 0.36 0

User2 P2 20200205 0 0.17 0 0 0.53

User2 P3 20200307 0.2 0 0 0 0

<Table 2> Example of purchase history rearranged by topic
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User Product Time Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

User1 P1 t-2 1 0 0 0 0

User1 P2 t-1 0 1 0 0 0

User1 P3 t 0 0 1 0 0

User2 P1 t-2 0 0 0 1 0

User2 P2 t-1 0 1 0 0 1

User2 P3 t 1 0 0 0 0

<Table 3> Example of user profile on topic

Therefore, the user profile is represented as a 
collection of m user’ preference on n topics at t 
time. Let  be user i’ profile on topic j at time 

t.  is represented as follows.

where i = 1 to m, and j = 1 to n
For example, <Table 2> is converted to a user 

profile as shown in <Table 3>.

3.3 Recommendation using Sequential 
Association Rule Mining

User preferences for items change from time to 
time. If the user's preference can be tracked 
through pattern analysis, a product that fits the 
user's preference can be recommended. This phase 
is divided into two steps as follows.

The first step is to identify users’ behaviors on 
topic. Suppose there are q topics. Then T = {T1, 
T2, …, Tq}, where T means topic. The behavior of 
user i at time t represents as a topic. If Li is the 

behavior locus of user i for k periods at time t, Li 
represent as follows.

Li = <Ti,t-k, …, Ti,t-1 , Ti,t >

where i = 1 to m, Ti,t-k ∈ T, k = 0 to t-1, and 
t ≥ 1

For example, <Table 3> is converted to a user 
profile as shown in <Table 4>.

Time

User
t-2 t-1 t

User1 T1 T2 T3

User2 T4
T2 T1

T6 T1

<Table 4> Example of behavior locus of user by 
time

The second step is to find a topic of a target 
user at time t through sequential association rule 
mining. In this study, we use sequential association 
rule mining proposed by Cho et al. (2005). That is, 
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“reviewerID": "A2SUAM1J3GNN3B",
"asin": "0000013714",
"reviewerName": "J. McDonald",
"helpful": [2, 3],
"reviewText": "I bought this for my husband who plays the piano.  He is having a wonderful time playing these old 
hymns.  The music is at times hard to read because we think the book was published for singing from more than playing 
from.  Great purchase though!",
"overall": 5.0,
"summary": "Heavenly Highway Hymns",
"unixReviewTime": 1252800000,
"reviewTime": "09 13, 2009"

<Figure 2> Data sample

we find the sequential patterns (A ⇒ B) that 
satisfy minimum support and minimum confidence. 
Here, A and B are topic locus at time t-1 and t, 
respectively. So, if the target user exhibits the 
behavior of A at time t-1, it is predictable to be in 
the topic locus of B at time t. Therefore, we 
recommend products include in each topic 
according to the meaningful sequential association 
rules.

4. experiments and evaluations

4.1 Dataset

Amazon review data is used to evaluate the 
performance of the proposed methodology. The 
datasets are composed of the real-world reviews of 
37,127 users who bought 1,685 amazon instant 
video from January 2007 to December 2013. We 
deleted the data before 2010 because it was too 
old. Also, we targeted only users who left reviews 
of more than 5 products. We used “reviewer ID”, 
“asin”, “review text”, and “review time” from the 

sample data in <Figure 2>. Here, “asin” means 
video id.

4.2 Evaluation measures

To evaluate recommender systems, various 
metrics such as mean absolute error (MAE), root 
mean square error (RMSE), accuracy, error rate, 
sensitivity, recall, precision, or F1 have been used 
(Good et al., 1999; Herlocker et al., 2000; 
Herlocker et al., 2004; Kim et al., 2009; Sarwar et 
al., 2000). In this study, we used accuracy, recall, 
precision, and F1. 

Suppose that the confusion table is as shown in 
<Table 5>. Accuracy, recall, precision, and F1 are 
computed as follows.
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<Figure 3> Distribution of the most frequently used words within each topic

Predicted class

True False

Actual 
class

True True positive (TP) False negative (FN)

False False positive (FP) True negative (TN)

<Table 5> Confusion matrix

To evaluate the proposed methodology, we 
developed model 1 and model 2 considering the 
behavior locus over time as shown in <Table 4>. 
Model 1 is a sequence model to recommend topic 
at time t considering the behavior locus from time 
t-2 to time t-1, and Model 2 is the sequence model 
to recommend topic at time t considering the 
behavior of only time t-1. Also, we developed 
collaborative filtering-based recommender system 

(CF), which does not consider the behavior locus 
but only the user preference between time t-1 and 
time t, as a benchmark system because CF is 
known as commercially successful recommender 
systems that used in Amazon (Linden et al., 2003), 
Google (Das et al., 2007), Netflix (Bennett and 
Lanning, 2007), and so on.

4.3 Experimental results and discussion

4.3.1 Topic modeling

To cluster user preference, topic modeling 
through collapsed Gibbs sampling was conducted. 
The number of topics was selected from the 
maximum value of the harmonic mean of the 
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log-likelihood value (Ponweiser, 2012). We 
extracted 15 topics. The distribution of the most 
frequently used words in each topic is as shown in 
<Figure 3>. The main topics are as follows. First, 
topic 1 is related to “comedy shows” because topic 
1 has a high frequency of words such as comedy, 
humor, and laugh. Second, topic 3 is related to 
“high-teen drama series” because topics 3 mainly 
includes words such as glee and student. Third, 
topic 4 is related to “crime investigation drama” 
because we can see the word such as police, agent, 
and killer. Fourth, topic 7 is related to “horror 
theme” because the frequency of words such as 
horror, paranormal, and scary is high. Fifth, topic 
9 is related to “British drama” because we can see 
words such as detective, holmes, and British. 
Sixth, topic 13 is related to “medical drama” 
because we can see the word such as doctor and 
season. Finally, Topic 14 is related to “science 
fiction drama” because words such as aliens, star, 
and trek appear. 

4.3.2 Recommendation evaluation

Our experiments were performed to compare the 
accuracy, recall, precision, and F1 of the proposed 
methodology with those of the benchmark system. 
The experimental result is presented in <Figure 3>. 
First, the values of accuracy, recall, precision, and 
F1 on model 1 are 6.98%, 5.17%, 23.40%, and 
8.47%, respectively. Second, the values of 
accuracy, recall, precision, and F1 on model 2 are 
34.23%, 26.35%, 36.78%, and 30.71%, 
respectively. Finally, the values of accuracy, recall, 

precision, and F1 on the benchmark system are 
5.83%, 2.98%, 19.16%, 5.15%, respectively. From 
these results, we found that the proposed model 2 
is better than the model 1 and the benchmark 
system. So, we can judge that the time just prior 
to the recommendation is very important for 
inferring changes in user preference.

<Figure 4> Comparative analysis of 
recommended performances

5. Conclusion

One of the functions required in the 
recommendation system is a function that can 
explain to users why these products are 
recommended. Also, the recommender systems 
should be able to reflect user preferences that 
change over time. Therefore, we proposed a 
recommendation methodology using topic-modeling 
and sequential association rule mining. The 
experimental results show that the performance of 
the proposed methodology is better than that of the 
CF-based recommender system.

The contributions of the proposed methodology 
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are below. First, the proposed methodology can 
explain why the products are recommended to the 
user because topics derived through topic modeling 
represent user preferences. Second, the proposed 
methodology can catch the preference changes of 
the users because this methodology can find the 
locus of changes in user preferences through 
sequential association rule mining. Therefore, 
corporates will be able to advertise products and 
sell more according to the user's preference 
change, and users can get more satisfaction if 
corporates employ the proposed methodology. That 
is, the proposed methodology will be beneficial to 
both corporates and users.

However, the proposed methodology has some 
limitations. First, the proposed methodology does 
not recommend products directly but recommends 
products related to the topic. However, if there are 
too many products related to the topic, the 
sophistication of the recommendation may be 
deteriorated. Second, the number of sequential 
patterns is small because the number of topics is 
too small. Third, the proposed methodology cannot 
be applied if there is only a rating. That is, the 
methodology can be used only with review data. 
Finally, Lastly, if the review is not long enough, 
there is a possibility that topic extraction may not 
work properly. Therefore, future research needs to 
consider these limitations.
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국문요약

고객 선호 변화를 고려한 토픽 모델링 기반 추천 시스템

1)강소영*ㆍ김재경**ㆍ최일영***ㆍ강창동****

추천 시스템은 사용자가 다양한 옵션 중에서 최선의 선택을 할 수 있도록 도와준다. 그러나 추천 

시스템이 상업적으로 성공하기 위해서는 극복할 몇 개의 문제점이 존재한다. 첫째, 추천시스템의 투명

성 부족 문제이다. 즉, 추천된 상품이 왜 추천되었는지 사용자들이 알 수 없다. 둘째, 추천시스템이 사

용자 선호의 변화를 즉각적으로 반영할 수 없는 문제이다. 즉, 사용자의 상품에 대한 선호는 시간이 

지남에 따라 변함에도 불구하고, 추천시스템이 사용자 선호를 반영하기 위해서는 다시 모델을 재구축

해야 한다. 따라서 본연구에서는 이러한 문제를 해결하기 위해 토픽 모델링과 순차 연관 규칙을 이용

한 추천 방법론을 제안하였다. 토픽 모델링은 사용자에게 아이템이 왜 추천되었는지 설명하는데 유용

하며, 순차 연관 규칙은 변화하는 사용자의 선호를 파악하는데 유용하다. 본 연구에서 제안한 방법은 

크게 토픽 모델링 및 사용자 프로파일 생성 등 토픽 모델링에 기반한 사용자 프로파일 생성 단계와 

토픽에 사용자 선호 확인 및 순차 연관 규칙 발견 등 순차 연관 규칙에 기반한 추천 단계로 구분된다. 
벤치마크 시스템으로 협업 필터링 기반 추천 시스템을 개발하고, 아마존의 리뷰 데이터 셋을 이용하여 

제안한 방법론의 성능을 비교 평가하였다. 비교 분석 결과, 제안한 방법론이 협업 필터링 기반 추천시

스템보다 뛰어난 성능을 보였다. 따라서 본 연구에서 제안하는 추천 방법을 통해 추천 시스템의 투명

성을 확보할 수 있을 뿐만 아니라, 시간에 따라 변화하는 사용자의 선호를 반영할 수 있다. 그러나 본 

연구는 토픽과 관련된 상품을 추천하기 때문에, 토픽에 포함된 상품의 수가 많을 경우 추천이 정교하

지 못하는 한계점이 있다. 또한 토픽의 수가 적기 때문에 토픽에 대한 순차 연관 규칙이 너무 적은 

문제점이 있다. 향후 연구에서 이러한 문제점을 해결한다면 좋은 연구가 될 것으로 판단된다.

주제어 : 추천 시스템, 토픽 모델링, 순차 연관 규칙, 순차 분석, 토픽 패턴, 설명가능성
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